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baffled column using digital particle image velocimetry and
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Abstract

In this paper, we examine the effect of viscosity on the performance of the oscillatory baffled column (OBC) using the digital particle image
velocimetry (DPIV) technique and computational fluid dynamics (CFD) codes. A selection of Newtonian (1–210 cP) and shear thinning fluids
is investigated. The effects of viscosity on mixing are carefully observed by analysing flow patterns generated by both the DPIV and CFD
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ethods. A ratio of the plane-averaged axial over the radial velocity is defined to quantify such the viscosity effects. For the given
he velocity ratio approaches to 2 very quickly at increased oscillatory Reynolds numbers, regardless of the Newtonian and non-
uids used. An empirical critical ratio of 3.5 is identified, below which the system mixes sufficiently. This would act as the guide for i
pplications where a viscous fluid is mixed in an aqueous solution in the OBC.
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. Introduction

A vast number of chemical and biochemical engineering
nit operations requires the mixing of fluids of viscous nature,
uch as in polymerisation, fermentation, organic synthesis
nd processing in speciality and pharmaceutical industries.
hese liquids often display shear thinning, time dependency
r elasticity behaviours. It is well known that viscosity plays a
ignificant role affecting flow, mixing and transport in reactor
ystems. A better understanding of the behaviour of viscous
uids on mixing is thus essential.

The first flow visualisations of viscous fluids in stirred
anks were reported in the 1950s[1,2] and such research
ave spanned several decades. For example, Metzner and
aylor [2] reported that the averaged shear rate in a stirred
ank was proportional to the impeller speed; Greene et al.
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[18] presented flow visualisation of pseudo-plastic and vi
elastic fluids in the laminar and transitional flows. In the
1980s to early 1990s, researchers were able to measur
velocities before and after these transitions for both Ne
nian and shear thinning fluids[3–8]. The primary techniqu
used for flow visualisations in these investigations was
laser Doppler velocimetry (LDV). Nouri and Hockey[19]
reviewed the research to date and also reported their e
imental results for a glycerine and carboxymethylcellu
(CMC) salt solution at different power settings of a◦
pitched blade impeller, using LDV. The work reported in
paper is, however, concerned with quantifying flow cha
teristics of Newtonian and shear thinning solutions within
oscillatory baffled column (OBC), a different reactor con
uration, under various operating conditions.

The OBC is a unique mixing device in that its radial vel
ity components are of a similar order of magnitude as a
ones. The mixing mechanism for this type of device ca
understood with the help ofFig. 1. Fundamentally there mu

385-8947/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
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Nomenclature

D diameter of column (mm)
f oscillation frequency (Hz)
K consistency index
ṁ mass flow rate (kg s−1)
n power-law index
Reo oscillatory Reynolds number
Rv velocity ratio
St Strouhal number
t time (s)
T temperature (K)
xo oscillating amplitude (mm) (centre to peak)
x radial co-ordinates (mm)
y axial co-ordinates (mm)

Greek letters
¯̇γ strain rate tensor (s−1)
η apparent viscosity (kg m−1 s−1)
µ fluid viscosity (kg m−1 s−1)
ρ fluid density (kg m−3)
τ shear stress (kg m−1 s−2)

be sharp edges (provided by the baffles) presented transverse
a fully reversing flow. The periodic motion of the fully revers-
ing flow accelerates and decelerates according to a sinusoida
velocity–time function. The flow acceleration produces a vor-

tex ring down stream of the baffle encompassing the width
of the column. As the flow decelerates these vortices are
swept into the centre of the column producing a well-mixed
region. This mechanism offers a uniform and enhanced mix-
ing within each baffled cavity as well as along the length of
the column.

There are two dimensionless groups that govern the
fluid mechanical conditions in a batch OBC: the oscillatory
Reynolds number (Reo) and the Strouhal number (St), which
are defined as:

Reo = 2πfxoρD

µ
(1)

St = D

4πxo
(2)

whereρ is the fluid density (kg m−3), D the diameter of the
column (m),xo the oscillation amplitude (m, centre to peak),
f the oscillation frequency (Hz) andµ is the fluid viscosity
(kg m−1 s−1). The oscillatory Reynolds number describes the
intensity of mixing applied to the column, while the Strouhal
number is the ratio of column diameter to stroke length, char-
acterising the effective eddy propagation[9–11].

In this study, the well-established digital particle image
velocimetry (DPIV)[12–14] is used in combination with a
c ious
s terns
w ate
t

Fig. 1. Mechanism of mixing in a
l

omputational fluid dynamics (CFD) technique. Our prev
tudies show that we are able to model the 3D flow pat
ithin an OBC[15] using the CFD codes and able to valid

he modelled results using the DPIV measurements[15–17].
n oscillatory baffled column.



A.W. Fitch et al. / Chemical Engineering Journal 112 (2005) 197–210 199

Fig. 2. A schematic diagram of the OBC and DPIV set up.

However, characterisations of flow in the OBC using both
the DPIV and CFD methodologies have so far been limited
to water as the measuring medium, in this investigation, we
report, for the first time, our studies into the effect of viscosity
on the performance of the OBC.

2. Experimental facilities and DPIV set up

2.1. Oscillatory baffled column

The OBC inFig. 2 is made of a Perspex column, 50 mm
in internal diameter and 500 mm in height. It has a volume
capacity of 1 dm3 and operates in a batch mode. For optical
analysis a rectangular view box is sealed around the column
at the point of investigation to remove geometrical distor-
tions introduced by the circular nature of the column. The
oscillation is driven by a stainless steel bellows, at the base
of the column, attached to motor via a crank arm. The motor
speed controls the oscillation frequency and the crank arm
offset controls the oscillation amplitude. This combination
provides frequencies from 0.5 to 10 Hz and amplitudes from
2 to 6 mm. Attached to the motor arm is a disc with eight
equally sized and spaced slots, which rotates with the motor.
Clamped to the framework of the system is an optical detector
through which the disc spins. This generates eight pulses per
c ill
t tion
c sim-

Fig. 4. Viscous properties of the CMC–water fluids investigated (symbols—
experimental measurements; lines of different intensity—fits from numerical
simulations).

ulation data and easy in comparing data between the DPIV
and CFD methods.

2.2. DPIV system

The two-dimensional DPIV system is schematically
shown inFig. 2. It consists of a Nd:Yag double pulsed laser
by New Wave Research (USA) with appropriate lenses to
create a light sheet, which is aligned so that the vertical light
sheet is located along the centreline of the OBC. A PCO Sen-
siCam cross-correlation camera (Germany), a 1300× 1000
pixel resolution, is used to acquire double images at a max-
imum rate of 4 Hz. The timing of the laser and the camera
is controlled by a synchroniser, supplied by Optical Flow
Systems (Scotland). The synchroniser accepts the external
trigger, created from the disc on the motor arm depicting the
phase of oscillation (Fig. 3), sends a pulse to the laser and
camera. The camera then feeds back the image pair to the
computer for analysis. VidPIV 4, the software from Optical
Flow Systems, is capable of controlling the timing of the syn-
chroniser by programming it between light sheets, as well as

s.
ycle of oscillation as shown inFig. 3 and these pulses w
rigger the DPIV system. The breaking down of the oscilla
ycle into phases also allows convenience in handling

Fig. 3. Phase position with respect to time.
 Fig. 5. Basic configuration of OBC and periodic boundary condition
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of performing the cross-correlation analysis to create vector
maps.

2.3. Experimental procedure

The OBC is filled with 1 dm3 of fluid, seeded with neu-
trally buoyant hollow glass silvered spheres of 10�m in
diameter and oscillated at a pre-set frequency and ampli-
tude. Fifteen image pairs are recorded for each of the eight
phases in an oscillation cycle. These have been carried out
for three oscillation amplitudes (2, 4 and 6 mm centre to
peak) and three oscillation frequencies (1, 2 and 3 Hz), corre-

sponding toReo = 628–5655 (for water). The image pairs are
then analysed using the cross-correlation method in VidPIV
4. Velocity vector maps, strain rate derivations and plane-
averaged properties are calculated and presented. The process
is then repeated for each fluid being investigated. Two types
of fluids are used in our study: glycerol–water solutions and
CMC–water solutions. The former represents the Newtonian
fluid and the latter the non-Newtonian fluid. Glycerol con-
centrations vary from 0, 10, 50, 70 and 90% of the total
volume, corresponding to a viscosity of 1, 2.5, 8, 70 and
210 cP, respectively. Four CMC concentrations of 1, 2, 3 and
4 g/dm3 of water were used in the study; the non-Newtonian
Fig. 6. Water vector flow map: (a) CFD, (b) DPIV; pha
se 7Reo = 1257,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 1 cP.
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behaviours of the CMC fluids are shown in a log–log plot of
Fig. 4. More discussions onFig. 4will be given later.

3. Numerical set up

The CFD code used in this study is the 3D unsteady lami-
nar solver based on a Fluent 5 package, which was previously
described[15]. The numerical simulations work on the same
geometry as the experiments utilising two-orifice baffles of
the OBC, i.e. three baffled cells, as shown inFig. 5. The col-
umn diameter is 50 mm, the baffle spacing 75 mm and the

orifice diameter 23 mm. Density and temperature variations
are ignored in the simulation. For the Newtonian fluids such
as glycerol solutions, the shear stress (τ) is linearly propor-
tional to the strain rate tensor (¯̇γ):

τ = µ ¯̇γ (3)

where¯̇γ =
(

∂ui

∂xj
+ ∂uj

∂xi

)
, whereui (i =x,y,z) anduj (j =y,z,x)

are the Cartesian instantaneous velocities (m s−1) andµ is the
viscosity, which is constant and independent of the strain rate.
However, for the non-Newtonian CMC fluids, the apparent
viscosity will be modelled according to the following power
Fig. 7. DPIV Newtonian vector flow map: (a) CFD, (b) DPIV
; phase 7Reo = 503,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 2.5 cP.
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law equation:

η = K( ¯̇γ)n−1(kg m−1 S−1) (4)

whereK is a measure of the average viscosity of the fluid
(the consistency index), andn is the power-law index, which
is a measure of the fluids deviation from the Newtonian
behaviour. It should be noted that the strain rate tensor,¯̇γ, in
Eqs.(3) and(4) requires a total of nine components, which
are directly generated by the CFD codes, however, the current
2D DPIV can only provide four of them. What are missing

from the direct DPIV measurements are the derivatives of the
circumferential velocity and derivatives with respect to the
circumferential axis, i.e.∂uz

∂x
,

∂uz

∂y
,

∂uz

∂z
, ∂ux

∂z
,

∂uy

∂z
. Due to large-

scale anisotropic motion in the flow, the missing strain rate
components cannot be approximated from the known terms
theoretically. However, examination of the four known com-
ponents of their dissipation rate tensor using the Smagorisky
model reveals that they all have similar distributions and mag-
nitudes[17]. We can thus assume that the three-dimensional
strain rate can be approximated by multiplying the sum of the
known components by a factor of9

4, i.e. ¯̇γ3D ≈ 9
4

¯̇γ2D. Obvi-
Fig. 8. DPIV Newtonian vector flow map: (a) CFD, (b) DPIV
; phase 7Reo = 157,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 8 cP.
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ously further improvement of the strain rate approximation
will require extension of the velocity measurement to 3D, but
this simple method has proved to work to satisfaction[17].

For the purpose of CFD simulation using Fluent, the upper
and lower limits on the power law function must be set, i.e.
ηmin < η = ke

T0
T ( ¯̇γ)n−1

< ηmax, whereT is the temperature
of solution being meausred (K),T0 the reference temperature
(K). In our study,T=T0, henceke

T0
T = K. Thus the input

parameters for Fluent codes areK, n, ηmin andηmax. If the
viscosity computed from the power law equation is less than
ηmin, the value ofηmin will then be used in the modelling,

likewise for ηmax. The purpose of using a maximum and
minimum apparent viscosity in Fluent is to avoid numerical
problems with the infinite zero strain rate viscosity predicted
by the power law model. It is worth noting that the iteration
procedure in the Fluent codes allows the selection of the max-
imum and minimum apparent viscosity realistic to the data
that are being modelled, see the values shown inTable 1.

In Fig. 4, the symbols are the experimental measure-
ments, while the lines of different intensity are the modelled
behaviour of the CMC solutions from the numerical sim-
ulations with the input parameters for each CMC solution
Fig. 9. DPIV Newtonian vector flow map: (a) CFD, (b) DPIV
; phase 7Reo = 18,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 70 cP.
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Fig. 10. DPIV Newtonian vector flow map: (a) CFD, (b) DPIV; phase 7Reo = 6,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 210 cP.

summarised inTable 1. It can be observed fromFig. 4that the
viscosity generally decreases with the increase of the shear
strain rate – the characteristic of a shear-thinning fluid – with
some deviations in viscosity from the power law predictions

Table 1
Input parameters of the power-law for the CMC fluids

CMC (g/l) ηmax (kg m−1 s−1) ηmin (kg m−1 s−1) n K

1 0.063 0.0075 0.7454 0.0444
2 0.096 0.013 0.7177 0.093
3 0.186 0.021 0.6839 0.2194
4 0.324 0.032 0.6771 0.3478

for the lower end of the strain rate. Such deviations are mainly
associated with the numerical process of fine-tuning the max-
imum and minimum apparent viscosity. Overall the fittings
from the numerical simulation are pretty good. Depending
on the strain rate, the apparent viscosity ranges from a few
cP for the lowest CMC concentration to hundreds cP for the
highest CMC solution.

3.1. Boundary conditions

Boundary conditions should account for both the spatial
periodicity and temporal periodicity in an OBC configura-
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tion. Non-slip conditions are used for the wall boundaries.
For the spatial periodicity, the flow, as well as the grids at the
inlet and outlet (see as the top and bottom surfaces shown in
Fig. 5) is forced to be identical for each time step.

The temporal periodicity is implemented by discretising
the mass flow rate of ˙m = ρ

(
π
4D2

)
2πfxo cos(2πft) into

many tiny known time intervals over an oscillation cycle. At
each time interval, the mass flow rates at both inlet and outlet
are calculated corresponding to the time as well as the phase
positions of the oscillation and are then forced to be the same.

4. Comparison of flow visualisation

In our previous work[15], we have already demonstrated
that we can use the 3D unsteady laminar solver to accurately
predict and apply the DPIV technique to faithfully validate
the flow patterns of a single liquid (water) in the OBC at
various operating conditions. We now extend our studies to
viscous fluids in the OBC. The CFD and DPIV results will
be presented side by side to describe the behaviour of the
viscous fluids in the OBC.
Fig. 11. DPIV non-Newtonian vector flow map: (a) CFD, (b) D
PIV; phase 7Reo = 84,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 15 cP.
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4.1. Observations of flow patterns of Newtonian fluids

We investigated the behaviours of five different Newtonian
fluids at a fixed operating condition, i.e.xo = 4 mm,f= 1 Hz
andReo = 1250. For the DPIV measurements, 15 image pairs
are recorded for each of the eight phases in one oscillation
cycle and a total of 15 cycles are used. Consequently, there
are a large number of graphs generated from every phase
of each oscillation cycle by the two methods, and for the
purpose of presentation, only one phase from one cycle is
selected.Fig. 6shows the vector map for water (µ = 1 cP) at

the phase 7 of the oscillation cycle 5 for both CFD and DPIV
methods.Figs. 7–10shows the progression in the change
in flow patterns of the Newtonian fluid with an increase in
viscosity from 2.5 to 210 cP at the same operating condi-
tions. The colour contours on the vector map represent the
absolute velocity magnitude (m s−1) where red is high and
blue is low. As we examine the flow patterns from water
(Fig. 6) to the low viscosity fluid (2.5 cP) (Fig. 7) we see
strong vortex activities and interactions within the baffled
cell, and there are little changes in vector movement and vor-
tex formation between the two cases. The systems are well
Fig. 12. DPIV non-Newtonian vector flow map: (a) CFD, (b) D
PIV; phase 7Reo = 50,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 25 cP.
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mixed. For the solution of 8 cP (Fig. 8), there is again not
much change in vortex positions compared with that shown
in Figs. 6 and 7. The eddy motions are apparent and strong.
As the viscosity increases to 70 cP (Fig. 9), the symmetrical
flow patterns have developed; the vortex activities are notably
decreased in the baffled cell. InFig. 9 there is a discrepancy
between the DPIV and CFD results, where the DPIV sys-
tem still reports two diminishing and symmetrical eddies,
while at this condition CFD simulation predicts a symmetri-
cal flow pattern with no presence of eddies. The reason for
this is not entirely understandable. However, what is clear
is that these flow patterns evidently differ from that shown

in Fig. 6. As the viscosity of the system increases further
(µ = 210 cP) we see a ‘channelling’ effect created through
the centre of the unbaffled region with no vortices being
formed at all (Fig. 10). This reveals that as the Newtonian
viscosity increases the flow become increasingly symmetri-
cal, and the axial flow becomes dominant, as a result, areas
by the walls become less/not at all well mixed. The com-
plete cycle observations and analysis of the flow patterns
reveal that the flow becomes globally centralised to the area
through the baffle’s orifice as the viscosity increases signifi-
cantly, and consequently the mixing in the system becomes
poorer.
Fig. 13. DPIV non-Newtonian vector flow map: (a) CFD, (b) D
PIV; phase 7Reo = 23,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 55 cP.
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4.2. Observations of flow patterns of shear thinning
fluids

For the non-Newtonian fluids, the traditional approach is
to avoid the terminology of the Reynolds number, since it is
dependent upon the viscosity, which is a function of strain
rate. In this study, the averaged or the equivalent oscilla-
tory Reynolds number is employed. Firstly the spatially and
temporally averaged shear strains are calculated, and the pro-
cedure can be summarised as: the strain rate (¯̇γ2D) from the
direct DPIV measurements is converted into 3D strain rate,

i.e. ¯̇γ3D(≈ 9
4

¯̇γ2D) The spatial averaged strain rate is computed

via

∑44
i

∑69
j

¯̇γ3D

imaxjmax
over a planar area and then used to generate

the temporal averaged strain rate via

∑15
cycle

∑8
phase

¯̇γspatial−averaged

cyclemax×phasemax

over the oscillation phases and cycles. The temporal averaged
strain rate is therefore used to obtain an averaged viscosity,
which is compared with that shown inFig. 4, and in turn
used to calculate the averaged or the equivalent oscillatory
Reynolds number.Figs. 11–14show the flow patterns for
the four CMC fluids being investigated at the same operat-
Fig. 14. DPIV non-Newtonian vector flow map: (a) CFD, (b) D
PIV; phase 7Reo = 13,St= 1.0,xo = 4 mm,f= 1 Hz,µ = 100 cP.
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ing conditions (xo = 4 mm,f= 1 Hz) and at the same phase of
oscillation as presented in the Newtonian case. All the oscil-
latory Reynolds numbers given inFigs. 11–14are calculated
according the above method.Evidently from the vector map
of the 1 g/l CMC solution inFig. 11 (µ = 15 cP) there are
active eddy motions, with some degrees of symmetry. As the
CMC concentration increases to 2 g/l (µ = 25 cP) inFig. 12,
both the eddy motion and the activity of interaction are weak-
ened, and flow patterns are clearly symmetric. There are two
small diminishing vortices shown in the CFD simulation,
while the tail end of these eddies in the DPIV measure-
ments. With the further increase in the CMC concentrations,
the axial velocity components become dominant over the
radial ones, and the channelling flow is the main character-
istic in Figs. 13 and 14. Consequently the global mixing is
poor.

5. Velocity ratio

Our CFD simulations and DPIV measurements of flow
patterns for both Newtonian and non-Newtonian fluids have
shown that the viscosity strongly affects the flow patterns, in
turn the performance of mixing in the device. To look at this
in detail we define,Rv, as the dimensionless ratio between
the plane-averaged axial and radial velocities:

R

w
a e is
t ne in
b m-
b ctive
t m-
p the
s

y
R n-
N ory
R nge
o ents
t the
f and
6 with
t 655;
w FD
s tions
i la-
t d the
D
s the
v very
q y is
h en

Fig. 15. Velocity ratio vs. oscillatory Reynolds number for both Newtonian
and non-Newtonian fluids.

geometrical parameters. Interestingly the trend for the non-
Newtonian fluids is identical to that for the Newtonian fluids,
as almost all the points between the two fluids are overlapped
for the range of operational conditions used in this study. To
look at this phenomenon more closely, we zoom in on the data
points for the oscillatory Reynolds numbers between 0 and
1400, where both CFD and DPIV data are available. It can be
seen that the agreement between the CFD and DPIV is quite
good for both the Newtonian and non-Newtonian fluids. The
velocity ratio ofRv changes between 3.8 and 2 for the oscil-
latory Reynolds numbers between 100 and 600. Based on the
analysis and our experience, we define that whenRv > 3.5
the mixing would be ineffective, i.e. the effect of viscosity on
mixing would be significant.

In the process of mixing it is essential that there is suffi-
cient agitation to encompass the whole vessel. When vis-
cous fluids are introduced the level of required agitation
generally increases; i.e. more power is necessary to over-
come the viscous forces. In this study, we have highlighted
that to sufficiently mix a fluid (either Newtonian or non-
Newtonian) within an OBC, a plane-averaged velocity ratio
less than 3.5 is required. In the scale of the oscillatory
Reynolds numbers experimented, this means that the OBC
is capable of mixing viscous fluids at majority operating
conditions.
v =
∑J

j=1
∑I

i=1|uy(i,j)|/J · I
∑J

j=1
∑I

i=1|ux(i,j)|/J · I
(5)

hereuy andux are the velocity components in they (axial)
ndx (radial) directions respectively. The plane averag

he sum of velocity measurements in the measuring pla
oth i and j directions divided by the product of the nu
ers in the two directions. This index describes the effe

ransport of the axial oscillatory velocity to the radial co
onent, where the lower the value, the more effective
ystem.

Fig. 15plots the velocity ratio ofRv against the oscillator
eynolds number (Reo) for both the Newtonian and the no
ewtonian fluids, for the latter it is the equivalent oscillat
eynolds number. It is worth noting that a much wider ra
f operating conditions is used in the DPIV measurem

han in the CFD simulations, in fact the former covers
ull combinations of three oscillation amplitudes of 2, 4
mm and three oscillation frequencies of 1, 2 and 3 Hz

he oscillatory Reynolds numbers ranging from 628 to 5
hile the maximum oscillatory Reynolds number in the C
imulations is 1250. At those increased operating condi
t will take significant longer CPU times for the CFD simu
ions, on balance we felt it was not necessary to do so, an
PIV measurements would be sufficient. FromFig. 15, we
ee clearly that as theReo increases (viscosity decreases)
alue of the velocity ratio decreases and approaches to 2
uickly. The value of 2 indicates that the radial velocit
alf of the axial velocity for well-mixed systems at the giv
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6. Conclusions

We have presented flow patterns of Newtonian and non-
Newtonian fluids in the OBC using both DPIV and CFD
techniques. The effects of viscosity on mixing are sequen-
tially examined through analysing flow patterns generated
by both CFD simulation and DPIV measurements. A ratio of
the plane-averaged axial over the radial velocity is defined to
quantify such the viscosity effects. For the given geometry
the velocity ratio approaches to 2 very quickly at increased
oscillatory Reynolds numbers, regardless of Newtonian and
non-Newtonian fluids. An empirical critical value ofRv = 3.5
is identified, below which the system mixes sufficiently. This
would act as a guide for industrial applications where a vis-
cous fluid is mixed in an aqueous solution in the OBC.
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